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概要
• 従来のn-gram言語モデルベースでは、流暢な翻訳表現
は獲得できていない

• 翻訳評価指標のBLEU (n-gram-base)

• cf. syntactic n-gram [Sidorov et al., 2013]

• 単語の係り受け情報を利用した言語モデルの学習

• Dependencyモデル [Shen et al., 2010]

• Neural言語モデル [Bengio et al., 2003]

• string-to-tree翻訳モデルで翻訳結果を出力
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string-to-tree翻訳結果
• 出力先がtreeなので翻訳結果の構文が安定
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Figure 1: Translation output of baseline English!German string-to-tree SMT system with original dependency rep-
resentation and conversion into constituency representation.

First, it uses separate context windows for siblings
and ancestors. In contrast, Shen et al. (2010) treat
the ancestor as the first symbol in a context window
that is shared between the ancestor and siblings. Our
formulation encodes our belief that the model should
always assume dependence on the r nearest ancestor
nodes, regardless of the number of siblings. Sec-
ondly, Shen et al. (2010) separate dependents to the
left and to the right of the parent. While the fixed
SVO verb order in English is compatible with such
a separation, allowing PL to model subjects, PR to
model objects, most arguments can occur before or
after the head verb in German main clauses. We thus
argue that left and right dependents should be mod-
elled by a single model to allow for sharing of sta-
tistical strength.5

2.2 Labelled Model

The motivation for the inclusion of dependency la-
bels is twofold. Firstly, having dependency labels
in the context serves as a strong signal for the pre-
diction of the correct inflectional form. Secondly,
dependency labels are the appropriate level of ab-

5Similar arguments have been made for parsing of (rela-
tively) free word-order languages, e.g. by Tsarfaty et al. (2009).

straction to model subcategorisation frames.
Let D be a sequence of dependency labels

l1, l2, ..., ln, with each label li being the label of the
incoming arc at position i in T , and ls(i) and la(i)
the list of dependency labels of the siblings and an-
cestors of wi, respectively. Continuing the example
for w4, these are:

• l4 = attr

• ls(4) = (det)

• la(4) = (gmod, subj, vroot, sent)

We predict both the terminal symbols S and de-
pendency labels D. The latter lets us model sub-
categorisation by penalizing unlikely relations, e.g.
objects whose parent is an intransitive verb. We de-
compose P (S,D) into P (D)⇥ P (S|D) to obtain:

P (S,D) = P (D)⇥ P (S|D)

⇡
nY

i=1

Pl(i)⇥ Pw(i)

Pl(i) =P (li|hs(i)q1, ls(i)
q
1, ha(i)

r
1, la(i)

r
1)

Pw(i) =P (wi|hs(i)q1, ls(i)
q
1, ha(i)

r
1, la(i)

r
1, li)

(3)
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string-to-tree翻訳結果の課題1
• Morphological agreement error
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Figure 1: Translation output of baseline English!German string-to-tree SMT system with original dependency rep-
resentation and conversion into constituency representation.

First, it uses separate context windows for siblings
and ancestors. In contrast, Shen et al. (2010) treat
the ancestor as the first symbol in a context window
that is shared between the ancestor and siblings. Our
formulation encodes our belief that the model should
always assume dependence on the r nearest ancestor
nodes, regardless of the number of siblings. Sec-
ondly, Shen et al. (2010) separate dependents to the
left and to the right of the parent. While the fixed
SVO verb order in English is compatible with such
a separation, allowing PL to model subjects, PR to
model objects, most arguments can occur before or
after the head verb in German main clauses. We thus
argue that left and right dependents should be mod-
elled by a single model to allow for sharing of sta-
tistical strength.5

2.2 Labelled Model

The motivation for the inclusion of dependency la-
bels is twofold. Firstly, having dependency labels
in the context serves as a strong signal for the pre-
diction of the correct inflectional form. Secondly,
dependency labels are the appropriate level of ab-

5Similar arguments have been made for parsing of (rela-
tively) free word-order languages, e.g. by Tsarfaty et al. (2009).

straction to model subcategorisation frames.
Let D be a sequence of dependency labels

l1, l2, ..., ln, with each label li being the label of the
incoming arc at position i in T , and ls(i) and la(i)
the list of dependency labels of the siblings and an-
cestors of wi, respectively. Continuing the example
for w4, these are:

• l4 = attr

• ls(4) = (det)

• la(4) = (gmod, subj, vroot, sent)

We predict both the terminal symbols S and de-
pendency labels D. The latter lets us model sub-
categorisation by penalizing unlikely relations, e.g.
objects whose parent is an intransitive verb. We de-
compose P (S,D) into P (D)⇥ P (S|D) to obtain:
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string-to-tree翻訳結果の課題2
• Subcategorization error
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Figure 1: Translation output of baseline English!German string-to-tree SMT system with original dependency rep-
resentation and conversion into constituency representation.

First, it uses separate context windows for siblings
and ancestors. In contrast, Shen et al. (2010) treat
the ancestor as the first symbol in a context window
that is shared between the ancestor and siblings. Our
formulation encodes our belief that the model should
always assume dependence on the r nearest ancestor
nodes, regardless of the number of siblings. Sec-
ondly, Shen et al. (2010) separate dependents to the
left and to the right of the parent. While the fixed
SVO verb order in English is compatible with such
a separation, allowing PL to model subjects, PR to
model objects, most arguments can occur before or
after the head verb in German main clauses. We thus
argue that left and right dependents should be mod-
elled by a single model to allow for sharing of sta-
tistical strength.5

2.2 Labelled Model

The motivation for the inclusion of dependency la-
bels is twofold. Firstly, having dependency labels
in the context serves as a strong signal for the pre-
diction of the correct inflectional form. Secondly,
dependency labels are the appropriate level of ab-

5Similar arguments have been made for parsing of (rela-
tively) free word-order languages, e.g. by Tsarfaty et al. (2009).
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• la(4) = (gmod, subj, vroot, sent)

We predict both the terminal symbols S and de-
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string-to-tree翻訳結果の課題
• (relatively) free word orderな言語 (独, 露..) 

• 係り受け順+係り受けラベル
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Figure 1: Translation output of baseline English!German string-to-tree SMT system with original dependency rep-
resentation and conversion into constituency representation.

First, it uses separate context windows for siblings
and ancestors. In contrast, Shen et al. (2010) treat
the ancestor as the first symbol in a context window
that is shared between the ancestor and siblings. Our
formulation encodes our belief that the model should
always assume dependence on the r nearest ancestor
nodes, regardless of the number of siblings. Sec-
ondly, Shen et al. (2010) separate dependents to the
left and to the right of the parent. While the fixed
SVO verb order in English is compatible with such
a separation, allowing PL to model subjects, PR to
model objects, most arguments can occur before or
after the head verb in German main clauses. We thus
argue that left and right dependents should be mod-
elled by a single model to allow for sharing of sta-
tistical strength.5

2.2 Labelled Model

The motivation for the inclusion of dependency la-
bels is twofold. Firstly, having dependency labels
in the context serves as a strong signal for the pre-
diction of the correct inflectional form. Secondly,
dependency labels are the appropriate level of ab-

5Similar arguments have been made for parsing of (rela-
tively) free word-order languages, e.g. by Tsarfaty et al. (2009).
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cestors of wi, respectively. Continuing the example
for w4, these are:
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string-to-tree翻訳結果の課題
• (relatively) free word orderな言語 (独, 露..) 

• 係り受け順+係り受けラベル
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Figure 1: Translation output of baseline English!German string-to-tree SMT system with original dependency rep-
resentation and conversion into constituency representation.

First, it uses separate context windows for siblings
and ancestors. In contrast, Shen et al. (2010) treat
the ancestor as the first symbol in a context window
that is shared between the ancestor and siblings. Our
formulation encodes our belief that the model should
always assume dependence on the r nearest ancestor
nodes, regardless of the number of siblings. Sec-
ondly, Shen et al. (2010) separate dependents to the
left and to the right of the parent. While the fixed
SVO verb order in English is compatible with such
a separation, allowing PL to model subjects, PR to
model objects, most arguments can occur before or
after the head verb in German main clauses. We thus
argue that left and right dependents should be mod-
elled by a single model to allow for sharing of sta-
tistical strength.5

2.2 Labelled Model

The motivation for the inclusion of dependency la-
bels is twofold. Firstly, having dependency labels
in the context serves as a strong signal for the pre-
diction of the correct inflectional form. Secondly,
dependency labels are the appropriate level of ab-

5Similar arguments have been made for parsing of (rela-
tively) free word-order languages, e.g. by Tsarfaty et al. (2009).
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Dependency Language 
Model; DLM
• S = {w1,w2, …, wn}

8

performance in section 5. We discuss related work
in section 6, and finish with concluding remarks in
section 7.

2 A Relational Dependency Language
Model

As motivation, and working example for the model
description, consider the dependency tree in Figure
1, which is taken from the output of our baseline
string-to-tree SMT system.1 The output contains
two errors:

• a morphological agreement error between the
subject Ergebnisse (plural) and the finite verb
wird (singular).

• a subcategorisation error: überraschen is tran-
sitive, but the translation has a prepositional
phrase instead of an object.

While these errors might not have occurred if the
words involved were adjacent to one another here
and throughout the training set, non-adjacency is
common, especially where the distance between
subject and finite verb, or between a full verb and
its arguments can be arbitrarily long.

Prior work on syntactic language modelling has
typically focused on English, and we argue that
some modelling decisions do not transfer well to
other languages. The dependency models proposed
by Shen et al. (2010) and Zhang (2009) rely heav-
ily on structural information such as the direction
and distance of the dependent from the parent. In
a language where the order of syntactic dependents
is more flexible than in English, such as German2,
grammatical function (and thus the inflection) is
hard to predict from the dependent order. Instead,
we make dependency labels, which encode gram-
matical relations, a core element of our model.3

1The tree is converted into constituency format for compati-
bility with SCFG decoding algorithms, with dependency edges
represented as non-terminal nodes.

2German has a strict word order within noun phrases and for
the placement of verbs, but has different word order for main
clauses and subordinated clauses, and some flexibility in the
order of dependents of a verb.

3Tsarfaty (2010) classifies parsing approaches into config-
urational approaches that rely on structural information, and
relational ones that take grammatical relations as primitives.
While she uses dependency syntax as a prototypical example of

Shen et al. (2010) propose a model that estimates
probability of each token given its parent and/or pre-
ceding siblings. We start with a variant of their
model that does not hard-code configurational mod-
elling assumptions, and then extend it by including
dependency labels.

2.1 Unlabelled Model
Let S be a sequence of terminal symbols
w1, w2, ..., wn with a dependency topology T , and
let hs(i) and ha(i) be lists of heads of preceding
siblings and ancestors of wi according to T , from
closest to furthest. In our example in Figure 1:

• w4 = jüngsten

• hs(4) = (der)

• ha(4) = (Umfrage,Ergebnisse,wird, ✏)

Note that ha and its subsequences are instances
of syntactic n-grams. For this model, we follow re-
lated work and assume that T is available (Popel and
Marecek, 2010), approximating P (S) as P (S|T ).
We make the Markov assumption that the probabil-
ity of each word only depends on its preceding sib-
lings4 and ancestors, and decompose the probability
of a sentence like this:

P (S) = P (w1, w2, ..., wn)

⇡
nY

i=1

P (wi|hs(i), ha(i))
(1)

We further make the Markov assumption that only a
fixed window of the closest q siblings, and the clos-
est r ancestors, affect the probability of a word.

P (S) ⇡
nY

i=1

P (wi|hs(i)q1, ha(i)
r
1) (2)

Equation 2 represents our basic, unlabelled model. It
differs from that of Shen et al. (2010) in two ways.
relational approaches, the dependency LM by Shen et al. (2010)
would fall into the configurational category, while ours is rela-
tional.

4Shen et al. (2010) use the siblings that are between the word
and its parent, i.e. the following siblings if the word comes be-
fore its parent. We believe both preceding and following sib-
lings are potentially useful, but leave expansion of the context
to future work.

170
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Dependency Language 
Model; DLM
• S = {w1,w2, …, wn}
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Figure 1: Translation output of baseline English!German string-to-tree SMT system with original dependency rep-
resentation and conversion into constituency representation.

First, it uses separate context windows for siblings
and ancestors. In contrast, Shen et al. (2010) treat
the ancestor as the first symbol in a context window
that is shared between the ancestor and siblings. Our
formulation encodes our belief that the model should
always assume dependence on the r nearest ancestor
nodes, regardless of the number of siblings. Sec-
ondly, Shen et al. (2010) separate dependents to the
left and to the right of the parent. While the fixed
SVO verb order in English is compatible with such
a separation, allowing PL to model subjects, PR to
model objects, most arguments can occur before or
after the head verb in German main clauses. We thus
argue that left and right dependents should be mod-
elled by a single model to allow for sharing of sta-
tistical strength.5

2.2 Labelled Model

The motivation for the inclusion of dependency la-
bels is twofold. Firstly, having dependency labels
in the context serves as a strong signal for the pre-
diction of the correct inflectional form. Secondly,
dependency labels are the appropriate level of ab-

5Similar arguments have been made for parsing of (rela-
tively) free word-order languages, e.g. by Tsarfaty et al. (2009).
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incoming arc at position i in T , and ls(i) and la(i)
the list of dependency labels of the siblings and an-
cestors of wi, respectively. Continuing the example
for w4, these are:

• l4 = attr
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• la(4) = (gmod, subj, vroot, sent)
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of a sentence like this:

P (S) = P (w1, w2, ..., wn)

⇡
nY

i=1

P (wi|hs(i), ha(i))
(1)

We further make the Markov assumption that only a
fixed window of the closest q siblings, and the clos-
est r ancestors, affect the probability of a word.

P (S) ⇡
nY

i=1

P (wi|hs(i)q1, ha(i)
r
1) (2)

Equation 2 represents our basic, unlabelled model. It
differs from that of Shen et al. (2010) in two ways.
relational approaches, the dependency LM by Shen et al. (2010)
would fall into the configurational category, while ours is rela-
tional.

4Shen et al. (2010) use the siblings that are between the word
and its parent, i.e. the following siblings if the word comes be-
fore its parent. We believe both preceding and following sib-
lings are potentially useful, but leave expansion of the context
to future work.
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w4 = jüngsten 
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string-to-tree翻訳結果の課題
• (relatively) free word orderな言語 (独, 露..) 

• 係り受け順+係り受けラベル
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Figure 1: Translation output of baseline English!German string-to-tree SMT system with original dependency rep-
resentation and conversion into constituency representation.

First, it uses separate context windows for siblings
and ancestors. In contrast, Shen et al. (2010) treat
the ancestor as the first symbol in a context window
that is shared between the ancestor and siblings. Our
formulation encodes our belief that the model should
always assume dependence on the r nearest ancestor
nodes, regardless of the number of siblings. Sec-
ondly, Shen et al. (2010) separate dependents to the
left and to the right of the parent. While the fixed
SVO verb order in English is compatible with such
a separation, allowing PL to model subjects, PR to
model objects, most arguments can occur before or
after the head verb in German main clauses. We thus
argue that left and right dependents should be mod-
elled by a single model to allow for sharing of sta-
tistical strength.5

2.2 Labelled Model

The motivation for the inclusion of dependency la-
bels is twofold. Firstly, having dependency labels
in the context serves as a strong signal for the pre-
diction of the correct inflectional form. Secondly,
dependency labels are the appropriate level of ab-

5Similar arguments have been made for parsing of (rela-
tively) free word-order languages, e.g. by Tsarfaty et al. (2009).

straction to model subcategorisation frames.
Let D be a sequence of dependency labels

l1, l2, ..., ln, with each label li being the label of the
incoming arc at position i in T , and ls(i) and la(i)
the list of dependency labels of the siblings and an-
cestors of wi, respectively. Continuing the example
for w4, these are:

• l4 = attr

• ls(4) = (det)

• la(4) = (gmod, subj, vroot, sent)

We predict both the terminal symbols S and de-
pendency labels D. The latter lets us model sub-
categorisation by penalizing unlikely relations, e.g.
objects whose parent is an intransitive verb. We de-
compose P (S,D) into P (D)⇥ P (S|D) to obtain:

P (S,D) = P (D)⇥ P (S|D)

⇡
nY

i=1

Pl(i)⇥ Pw(i)

Pl(i) =P (li|hs(i)q1, ls(i)
q
1, ha(i)

r
1, la(i)

r
1)

Pw(i) =P (wi|hs(i)q1, ls(i)
q
1, ha(i)

r
1, la(i)

r
1, li)

(3)
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Figure 1: Translation output of baseline English!German string-to-tree SMT system with original dependency rep-
resentation and conversion into constituency representation.

First, it uses separate context windows for siblings
and ancestors. In contrast, Shen et al. (2010) treat
the ancestor as the first symbol in a context window
that is shared between the ancestor and siblings. Our
formulation encodes our belief that the model should
always assume dependence on the r nearest ancestor
nodes, regardless of the number of siblings. Sec-
ondly, Shen et al. (2010) separate dependents to the
left and to the right of the parent. While the fixed
SVO verb order in English is compatible with such
a separation, allowing PL to model subjects, PR to
model objects, most arguments can occur before or
after the head verb in German main clauses. We thus
argue that left and right dependents should be mod-
elled by a single model to allow for sharing of sta-
tistical strength.5

2.2 Labelled Model

The motivation for the inclusion of dependency la-
bels is twofold. Firstly, having dependency labels
in the context serves as a strong signal for the pre-
diction of the correct inflectional form. Secondly,
dependency labels are the appropriate level of ab-

5Similar arguments have been made for parsing of (rela-
tively) free word-order languages, e.g. by Tsarfaty et al. (2009).

straction to model subcategorisation frames.
Let D be a sequence of dependency labels

l1, l2, ..., ln, with each label li being the label of the
incoming arc at position i in T , and ls(i) and la(i)
the list of dependency labels of the siblings and an-
cestors of wi, respectively. Continuing the example
for w4, these are:

• l4 = attr

• ls(4) = (det)

• la(4) = (gmod, subj, vroot, sent)

We predict both the terminal symbols S and de-
pendency labels D. The latter lets us model sub-
categorisation by penalizing unlikely relations, e.g.
objects whose parent is an intransitive verb. We de-
compose P (S,D) into P (D)⇥ P (S|D) to obtain:

P (S,D) = P (D)⇥ P (S|D)

⇡
nY

i=1

Pl(i)⇥ Pw(i)

Pl(i) =P (li|hs(i)q1, ls(i)
q
1, ha(i)

r
1, la(i)

r
1)

Pw(i) =P (wi|hs(i)q1, ls(i)
q
1, ha(i)

r
1, la(i)

r
1, li)

(3)
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Figure 1: Translation output of baseline English!German string-to-tree SMT system with original dependency rep-
resentation and conversion into constituency representation.

First, it uses separate context windows for siblings
and ancestors. In contrast, Shen et al. (2010) treat
the ancestor as the first symbol in a context window
that is shared between the ancestor and siblings. Our
formulation encodes our belief that the model should
always assume dependence on the r nearest ancestor
nodes, regardless of the number of siblings. Sec-
ondly, Shen et al. (2010) separate dependents to the
left and to the right of the parent. While the fixed
SVO verb order in English is compatible with such
a separation, allowing PL to model subjects, PR to
model objects, most arguments can occur before or
after the head verb in German main clauses. We thus
argue that left and right dependents should be mod-
elled by a single model to allow for sharing of sta-
tistical strength.5

2.2 Labelled Model

The motivation for the inclusion of dependency la-
bels is twofold. Firstly, having dependency labels
in the context serves as a strong signal for the pre-
diction of the correct inflectional form. Secondly,
dependency labels are the appropriate level of ab-

5Similar arguments have been made for parsing of (rela-
tively) free word-order languages, e.g. by Tsarfaty et al. (2009).

straction to model subcategorisation frames.
Let D be a sequence of dependency labels

l1, l2, ..., ln, with each label li being the label of the
incoming arc at position i in T , and ls(i) and la(i)
the list of dependency labels of the siblings and an-
cestors of wi, respectively. Continuing the example
for w4, these are:

• l4 = attr

• ls(4) = (det)

• la(4) = (gmod, subj, vroot, sent)

We predict both the terminal symbols S and de-
pendency labels D. The latter lets us model sub-
categorisation by penalizing unlikely relations, e.g.
objects whose parent is an intransitive verb. We de-
compose P (S,D) into P (D)⇥ P (S|D) to obtain:

P (S,D) = P (D)⇥ P (S|D)

⇡
nY

i=1

Pl(i)⇥ Pw(i)

Pl(i) =P (li|hs(i)q1, ls(i)
q
1, ha(i)

r
1, la(i)

r
1)

Pw(i) =P (wi|hs(i)q1, ls(i)
q
1, ha(i)

r
1, la(i)

r
1, li)

(3)
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Figure 1: Translation output of baseline English!German string-to-tree SMT system with original dependency rep-
resentation and conversion into constituency representation.

First, it uses separate context windows for siblings
and ancestors. In contrast, Shen et al. (2010) treat
the ancestor as the first symbol in a context window
that is shared between the ancestor and siblings. Our
formulation encodes our belief that the model should
always assume dependence on the r nearest ancestor
nodes, regardless of the number of siblings. Sec-
ondly, Shen et al. (2010) separate dependents to the
left and to the right of the parent. While the fixed
SVO verb order in English is compatible with such
a separation, allowing PL to model subjects, PR to
model objects, most arguments can occur before or
after the head verb in German main clauses. We thus
argue that left and right dependents should be mod-
elled by a single model to allow for sharing of sta-
tistical strength.5

2.2 Labelled Model

The motivation for the inclusion of dependency la-
bels is twofold. Firstly, having dependency labels
in the context serves as a strong signal for the pre-
diction of the correct inflectional form. Secondly,
dependency labels are the appropriate level of ab-

5Similar arguments have been made for parsing of (rela-
tively) free word-order languages, e.g. by Tsarfaty et al. (2009).

straction to model subcategorisation frames.
Let D be a sequence of dependency labels

l1, l2, ..., ln, with each label li being the label of the
incoming arc at position i in T , and ls(i) and la(i)
the list of dependency labels of the siblings and an-
cestors of wi, respectively. Continuing the example
for w4, these are:

• l4 = attr

• ls(4) = (det)

• la(4) = (gmod, subj, vroot, sent)

We predict both the terminal symbols S and de-
pendency labels D. The latter lets us model sub-
categorisation by penalizing unlikely relations, e.g.
objects whose parent is an intransitive verb. We de-
compose P (S,D) into P (D)⇥ P (S|D) to obtain:

P (S,D) = P (D)⇥ P (S|D)

⇡
nY

i=1

Pl(i)⇥ Pw(i)

Pl(i) =P (li|hs(i)q1, ls(i)
q
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r
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r
1)
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Figure 1: Translation output of baseline English!German string-to-tree SMT system with original dependency rep-
resentation and conversion into constituency representation.

First, it uses separate context windows for siblings
and ancestors. In contrast, Shen et al. (2010) treat
the ancestor as the first symbol in a context window
that is shared between the ancestor and siblings. Our
formulation encodes our belief that the model should
always assume dependence on the r nearest ancestor
nodes, regardless of the number of siblings. Sec-
ondly, Shen et al. (2010) separate dependents to the
left and to the right of the parent. While the fixed
SVO verb order in English is compatible with such
a separation, allowing PL to model subjects, PR to
model objects, most arguments can occur before or
after the head verb in German main clauses. We thus
argue that left and right dependents should be mod-
elled by a single model to allow for sharing of sta-
tistical strength.5

2.2 Labelled Model

The motivation for the inclusion of dependency la-
bels is twofold. Firstly, having dependency labels
in the context serves as a strong signal for the pre-
diction of the correct inflectional form. Secondly,
dependency labels are the appropriate level of ab-

5Similar arguments have been made for parsing of (rela-
tively) free word-order languages, e.g. by Tsarfaty et al. (2009).

straction to model subcategorisation frames.
Let D be a sequence of dependency labels

l1, l2, ..., ln, with each label li being the label of the
incoming arc at position i in T , and ls(i) and la(i)
the list of dependency labels of the siblings and an-
cestors of wi, respectively. Continuing the example
for w4, these are:

• l4 = attr

• ls(4) = (det)

• la(4) = (gmod, subj, vroot, sent)

We predict both the terminal symbols S and de-
pendency labels D. The latter lets us model sub-
categorisation by penalizing unlikely relations, e.g.
objects whose parent is an intransitive verb. We de-
compose P (S,D) into P (D)⇥ P (S|D) to obtain:

P (S,D) = P (D)⇥ P (S|D)

⇡
nY

i=1

Pl(i)⇥ Pw(i)

Pl(i) =P (li|hs(i)q1, ls(i)
q
1, ha(i)

r
1, la(i)

r
1)
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(3)

171

2.3 Head and Label Extraction

We here discuss some details for the extraction of
the context hs and ha. Dependency structures re-
quire no language-specific head extraction rules,
even in a converted constituency representation. In
the constituency representation shown in Figure 1,
each non-terminal node in the tree that is not a pre-
terminal has exactly one pre-terminal child. The
head of a non-terminal node can thus be extracted
by identifying the pre-terminal child, and taking its
terminal symbol as head. An exception is the virtual
node sent, which is added to the root of the tree to
combine subtrees that are not connected in the orig-
inal grammar, e.g. the main tree and the punctuation
symbol. If a node has no pre-terminal child, we use
a special token ✏ as its head.

If the sibling of a node is a pre-terminal node, we
represent this through a special token in hs and ls.
We also use special out-of-bound tokens (separate
for hs, ha, ls and la) to fill up the context window
if the window is larger than the number of siblings
and/or ancestors.

The context extraction rules are language-
independent and can be applied to any dependency
structure. Language-specific or grammar-specific
rules are possible in principle. For instance, for ver-
bal heads in German, one could consider separable
verb prefixes part of the head, and thus model differ-
ences in subcategorisation between schlagen (Engl.
beat) and schlagen ... vor (Engl. suggest).

2.4 Predicting the Tree Topology

The model in equation 3 still assumes the topology
of the dependency tree to be given, and we remedy
this by also predicting pre-terminal nodes, and a vir-
tual STOP node as the last child of each node. This
models the position of the head in a subtree (through
the prediction of pre-terminal nodes), and the prob-
ability that a word has no more dependents (by as-
signing probability mass to the STOP node).

Instead of generating all n terminal symbols as
in equation 3, we generate all m nodes in the de-
pendency tree in top-down, depth-first order, with li
being PT for pre-terminals, and the node label oth-
erwise, and wi being either the head of the node, or
✏ if the node has no pre-terminal child. Our final
model is given in equation 4.

N 3 4 5
D det attr gmod
S der jüngsten Umfrage
T 5 5 2

N 8 9 10 11 12 13 14 15 16
D gmod det PT STOP attr PT STOP PT STOP

S Umfrage der ✏ ✏ jüngsten ✏ ✏ ✏ ✏
T 3 8 9 9 8 12 12 8 8

Figure 2: Snippet of prediction steps when generating ter-
minals (top) or all nodes in tree (bottom) for dependency
tree in Figure 1.

P (S,D, T ) ⇡
mY

i=1

(
Pl(i)⇥ Pw(i), if wi 6= ✏

Pl(i), otherwise
(4)

Figure 2 illustrates the prediction of a subtree of
the dependency tree in Figure 1. Note that T is
encoded implicitly, and can be retrieved from D
through a stack to which all nodes (except for pre-
terminal and STOP nodes) are pushed after predic-
tion, and from which the last node is popped when
predicting a STOP node.

3 Neural Network Training and SMT
Decoding

We extract all training instances from automatically
parsed training text, and perform training with a
standard feed-forward neural network (Bengio et
al., 2003), using the NPLM toolkit (Vaswani et al.,
2013). Back-off smoothing schemes are unsatisfac-
tory because it is unclear which part of the context
should be forgotten first, and neural networks ele-
gantly solve this problem. We use two separate net-
works, one for Pw and one for Pl. Both networks
share the same input vocabulary, but are trained
and applied independently. The model input is a
(2q+2r)-word context vector (+1 for Pw to encode
li), each word being mapped to a shared embedding
layer. We use a single hidden layer with rectified-
linear activation function, and noise-contrastive es-
timation (NCE).

We integrate our dependency language models
into a string-to-tree SMT system as additional fea-
ture functions that score each translation hypothe-
sis. The model in equation 4 predicts P (S,D, T ).
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Neural Network Training
• Standard feed-forward neural network [Bengio et al., 

2003]

• 隠れ層1, 活性化関数(rectified-linear)

• 単語PwとラベルPlをそれぞれ学習

• string-to-treeモデルに言語モデルの素性として
追加

14
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実験
• SMT 2014 shared Task (英独, 英露)

• string-to-treeシステム with Moses

• MIRA object:
• BLEU    (n-gram; N=4)
• HWCMf (syntactic n-gram; N=4)

• 評価指標:

• BLEU, HWCM, METEOR, TER
15



2015/8/29 第7回最先端NLP勉強会

各言語モデルのPerplexity
• 参照訳(ref)とbaselineシステム(1-bestの出力)
に対するパープレキシティ

16

language model perplexity entropy
ref. 1-best difference

5-gram (KN) 232.9 183.3 -4.4%
5-gram NNLM 207.3 207.5 0.0%
Shen et al. (2010) 345.1 383.0 1.8%
DLM (q=1; r=1) 213.7 259.9 3.6%
DLM (q=1; r=2) 136.9 188.3 6.5%
RDLM (q=1; r=2) 349.2 734.6 12.7%
RDLM, Pw 58.1 85.1 9.4%
RDLM, Pl 6.0 8.6 20.1%

Table 2: Perplexity of different Neural Network language
models (and baseline with Kneser-Ney smoothing) on
German reference translation (newstest2013) and base-
line English!German translation output. Our goal is a
language model that prefers the reference over the trans-
lation hypothesis, indicated by a lower perplexity and a
positive entropy difference.

prediction of STOP labels, meaning that our imple-
mentation assumes the dependency topology to be
given. We use a trigram model like the original au-
thors. Peter et al. (2012) experiment with higher or-
ders variants, but do not consider grandparent nodes.
We consider scalability to a larger ancestor context
a real concern, since another duplication of the vo-
cabulary may be necessary for each ancestor level.

5.3 Perplexity

There are a number of factors that make a direct
comparison of the reference set perplexity unfair.
Mainly, the unlabelled dependency model DLM and
the one by Shen et al. (2010) assume that the de-
pendency topology is given; Pw even assumes this
for the dependency labels D. Conversely, the full
RDLM predicts the terminal sequence, the depen-
dency labels, and the dependency topology, and we
thus expect it to have a higher perplexity.8 Also note
that we compare 5-gram n-gram models to 3- and 4-
gram dependency models. A more minor difference
is that n-gram models also predict end-of-sentence
tokens, which the dependency models do not.

Rather than directly comparing perplexity be-
tween different models, our focus lies on a perplex-
ity comparison between a human reference transla-
tion and the 1-best SMT output of a baseline transla-

8For better comparability, we measure perplexity per surface
word, not per prediction.

tion system. Our basic assumption is that the differ-
ence in perplexity (or cross-entropy) tells us whether
a model contains information that is not already part
of the baseline model, and if incorporating it into our
SMT system can nudge the system towards produc-
ing a translation that is more similar to the reference.

Results for English!German are shown in ta-
ble 2. The baseline 5-gram language model with
Kneser-Ney smoothing prefers the SMT output over
the reference translation, which is natural given that
this language model is part of the system producing
the SMT output. The 5-gram NNLM improves over
the Kneser-Ney models, and happens to assign al-
most the same perplexity score to both texts. This
still means that it is less biased towards the SMT
output than the baseline model, and can be a valu-
able addition to the model.

The dependency language models all show a pref-
erence for the reference translation, with DLM hav-
ing a stronger preference than the model by Shen et
al. (2010), and RDLM having the strongest prefer-
ence. The direct comparison of DLM and Pw, which
is the component of RDLM that predicts the termi-
nal symbols, shows that dependency labels serve as
a strong signal for predicting the terminals, confirm-
ing our initial hypothesis. The prediction of the de-
pendency topology and labels through Pl means that
the full RDLM has the highest perplexity of all mod-
els. However, it also strongly prefers the human ref-
erence text over the baseline SMT output.

5.4 Translation Quality
Translation results for English!German with dif-
ferent language models added to our baseline are
shown in Table 3. Considering the systems tuned
on BLEU, we observe that the 5-gram NNLM and
RDLM are best in terms of BLEU and TER, but that
RDLM is the only winner9 according to HWCMf

and METEOR. In particular, we observe a sizable
gap of 0.6 HWCMf points between the NNLM and
the RDLM systems, despite similar BLEU scores.
The unlabelled DLM and the dependency LM by
Shen et al. (2010), which are generally weaker than
RDLM, also tend to improve HWCMf more than
BLEU. This reflects the fact that the dependency

9We denote a system a winner if no other system [in the
group of systems under consideration] is significantly better ac-
cording to significance testing with Multeval.
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実験結果
• 英語→ドイツ語 

• BLEU, HWCM, MENTOR (↑), TER (↓)

17

MIRA system dev newstest2013 newstest2014
objective BLEU HWCMf METEOR TER BLEU HWCMf METEOR TER BLEU HWCMf METEOR TER

BLEU

baseline 34.4 32.6 52.5 47.4 19.8 22.8 39.7* 62.4 20.3 23.2 42.0* 62.7
5-gram NNLM 35.3 33.1 53.2* 46.4 20.4 23.2 40.2 61.7 21.0 23.5 42.5* 62.2
Shen et al. (2010) 34.4* 33.2 52.7* 46.9 20.0 23.2 40.0* 62.3 20.4 23.5 42.3* 62.9
DLM 34.9* 33.8 53.1* 46.8 20.3 23.6 40.1* 61.7 20.8 23.9 42.3* 62.2
RDLM 35.0 33.9 53.1* 46.7 20.5 23.8 40.4* 61.7 21.0 24.1 42.7* 62.2
5-gram + RDLM 35.5 34.0 53.4* 46.3 20.7 23.7 40.6* 61.5 21.4 24.1 42.9* 61.7

BLEU
+

HWCMf

baseline 34.4 33.0* 52.4 46.9* 20.0* 23.0* 39.6 61.9* 20.5* 23.3* 41.8 62.2*
5-gram NNLM 35.2 33.5* 53.0 46.0* 20.6* 23.4* 40.1 60.9* 21.1* 23.6 42.3 61.5*
Shen et al. (2010) 34.2 33.8* 52.4 46.4* 20.2* 23.5* 39.8 61.8* 20.7* 23.7* 42.1 62.2*
DLM 34.8 34.3* 52.7 45.9* 20.4 23.8* 39.8 60.7* 21.4* 24.2* 42.0 60.9*
RDLM 34.9 34.5* 53.0 45.8* 20.9* 24.2* 40.3 60.7* 21.6* 24.5* 42.5 60.8*
5-gram + RDLM 35.4 34.6* 53.2 45.4* 21.0* 24.1* 40.4 60.5* 21.8* 24.4* 42.7 60.6*

Table 3: Translation quality of English!German string-to-tree SMT system with different language models, with k-
best batch MIRA optimization on BLEU and BLEU+HWCMf . Average of 3 optimization runs. bold: no other system
in same block is significantly better (p < 0.05); *: significantly better than same model with other MIRA objective
(p < 0.05). Higher scores are better for BLEU, HWCMf and METEOR; lower scores are better for TER.

LMs improve fluency along the syntactic n-grams
that HWCM measures, whereas NNLM only im-
proves local fluency, to which BLEU is most sen-
sitive. The fact that the models cover different phe-
nomena is also reflected in the fact that we see fur-
ther gains from combining the 5-gram NNLM with
the strongest dependency LM, RDLM, for a total im-
provement of 0.9–1.1 BLEU over the baseline.

If we use BLEU+HWCMf as our tuning objec-
tive, the difference between the models increases.
Compared to the 5-gram NNLM, the RDLM system
gains 0.8–0.9 points in HWCMf and 0.3–0.5 points
in BLEU. Compared to the original baseline, tuned
only on BLEU, the system with RDLM that is tuned
on BLEU+HWCMf yields an improvement of 1.1–
1.3 BLEU and 1.3–1.4 HWCMf .

If we compare the same system being trained
on both tuning objectives, we observe that tuning
on BLEU+HWCMf , unsurprisingly, yields higher
HWCMf scores than tuning on BLEU only. What
is more surprising is that adding HWCMf as a tun-
ing objective also yields significantly higher BLEU
on the test sets for 9 out of 10 data points. The gap
is larger for the two systems with RDLM (0.3–0.6
BLEU) than for the baseline or the NNLM system
(0.1–0.2 BLEU). We hypothesize that the inclusion
of HWCMf as a tuning metric reduces overfitting
and encourages the production of more grammat-
ically well-formed constructions, which we expect
to be a robust objective across different texts, espe-

cially when coupled with a strong dependency lan-
guage model such as RDLM.

Some example translations are shown in table 4.
They illustrate three error types in the baseline sys-
tem:

1. an error in subject-verb agreement.

2. a subcategorisation error: gelten is a valid
translation of the intransitive meaning of apply,
but cannot be used for transitive constructions,
where anwenden is correct.

3. a collocation error: two separate collocations
are conflated in the baseline translation:

• reach a decision on [...]
eine Entscheidung über [...] treffen

• reach an agreement on [...]
eine Einigung über [...] erzielen

All errors are due to inter-dependencies in the sen-
tence that have string-level gaps, but which can be
modelled through syntactic n-grams, and are cor-
rected by the system with RDLM and tuning on
BLEU+HWCMf .

We evaluate a subset of the systems on an
English!Russian task to test whether the im-
provements from adding RDLM and tuning on
BLEU+HWCMf apply to other language pairs. Re-
sults are shown in Table 5. The system with RDLM
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翻訳結果の例

• 1. subject-verb error (単数形-単数形)

• 2. subcategorization error (anwenden: 他動詞)

• 3. collocation error (適切な語彙選択)
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1

source also the user manages his identity and can therefore be anonymous.
baseline auch der Benutzer verwaltet seine Identität und können daher anonym sein.
best auch der Benutzer verwaltet seine Identität und kann daher anonym sein.
reference darüber hinaus verwaltet der Inhaber seine Identität und kann somit anonym bleiben.

2

source how do you apply this definition to their daily life and social networks?
baseline wie kann man diese Definition für ihr tägliches Leben und soziale Netzwerke gelten?
best wie kann man diese Definition auf ihren Alltag und sozialen Netzwerken anwenden?
reference wie wird diese Definition auf seinen Alltag und die sozialen Netzwerke angewendet?

3

source the City Council must reach a decision on this in December.
baseline Der Stadtrat muss im Dezember eine Entscheidung darüber erzielen.
best Im Dezember muss der Stadtrat eine Entscheidung darüber treffen.
reference Im Dezember muss dann noch die Stadtverordnetenversammlung entscheiden.

Table 4: SMT output of baseline system and best system (RDLM tuned on BLEU+HWCMf ).

MIRA system dev newstest2013 newstest2014
objective BLEU HWCMf TER BLEU HWCMf TER BLEU HWCMf TER

BLEU
baseline 22.5 21.6 56.7 17.1 18.8 64.7 25.9 23.9 54.5
DLM 23.3* 23.5 56.0 17.5 20.2 64.0 26.4 26.1 53.8
RDLM 23.1 23.7 56.0 17.6 20.4 63.8 26.6 26.5 53.7

BLEU+
HWCMf

baseline 22.5 22.9* 56.1* 17.2 19.7* 63.9* 25.8 25.1* 54.1*
DLM 23.0 24.1* 55.6* 17.6 20.8* 63.2* 26.4 26.9* 53.3*
RDLM 23.1 24.4* 55.4* 17.6 20.9* 63.1* 26.8* 27.3* 53.0*

Table 5: Translation quality of English!Russian string-to-tree SMT system with DLM and RDLM, with k-best batch
MIRA optimization on BLEU and BLEU+HWCMf . Average of 3 optimization runs. bold: no other system in same
block is significantly better (p < 0.05); *: significantly better than same model with other MIRA objective (p < 0.05).
Higher scores are better for BLEU and HWCMf ; lower scores are better for TER.

is the consistent winner, and significantly outper-
forms the baseline for all metrics and test sets. Tun-
ing on BLEU+HWCMf results in further improve-
ments in HWCMf and TER. Looking at the com-
bined effect of adding RDLM and changing the tun-
ing objective, we observe gains in BLEU by 0.5–0.9
points, and gains in HWCMf by 2.1–3.4 points.

5.5 Morphological Agreement

We argue that the dependency language models and
HWCMf as a tuning metric improve grammatical-
ity, and we are able to quantify one aspect thereof,
morphological agreement, for English!German.
Williams and Koehn (2011) introduce a unification
grammar with hand-crafted agreement constraints to
identify and suppress selected morphological agree-
ment violations in German, namely in regards to
noun phrase agreement, prepositional phrase agree-
ment, and subject-verb agreement. We can use their
grammar to analyse the effect of different models on
morphological agreement by counting the number of
translations that violate at least one agreement con-
straint. We assume that the number of false posi-

system MIRA objective
BLEU BLEU+HWCMf

baseline 1028 1018
5-gram NNLM 845 825
Shen et al. (2010) 884 844
DLM 680 599
RDLM 550 468
5-gram + RDLM 576 484

Table 6: Number of English!German translation hy-
potheses with at least one agreement error according
to unification grammar (Williams and Koehn, 2011) on
newstest2013 (3000 sentences). Average of three MIRA
runs.

tives (i.e. correct analyses that trigger an agreement
violation) remains roughly constant throughout all
systems, so that a reduction in the number of agree-
ment violations is an indicator of better grammatical
agreement.

Table 6 shows the results. While the 5-gram
NNLM reduces the number of agreement errors
somewhat compared to the baseline (-18%), the
reduction is greater for DLM (-34%) and RDLM
(-46%). Neither the baseline nor the 5-gram NNLM
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Morphological Agreement
• newstest2013で3000文中で、morphological 

agreement errorが1つでも含まれた文の数
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1

source also the user manages his identity and can therefore be anonymous.
baseline auch der Benutzer verwaltet seine Identität und können daher anonym sein.
best auch der Benutzer verwaltet seine Identität und kann daher anonym sein.
reference darüber hinaus verwaltet der Inhaber seine Identität und kann somit anonym bleiben.

2

source how do you apply this definition to their daily life and social networks?
baseline wie kann man diese Definition für ihr tägliches Leben und soziale Netzwerke gelten?
best wie kann man diese Definition auf ihren Alltag und sozialen Netzwerken anwenden?
reference wie wird diese Definition auf seinen Alltag und die sozialen Netzwerke angewendet?

3

source the City Council must reach a decision on this in December.
baseline Der Stadtrat muss im Dezember eine Entscheidung darüber erzielen.
best Im Dezember muss der Stadtrat eine Entscheidung darüber treffen.
reference Im Dezember muss dann noch die Stadtverordnetenversammlung entscheiden.

Table 4: SMT output of baseline system and best system (RDLM tuned on BLEU+HWCMf ).

MIRA system dev newstest2013 newstest2014
objective BLEU HWCMf TER BLEU HWCMf TER BLEU HWCMf TER

BLEU
baseline 22.5 21.6 56.7 17.1 18.8 64.7 25.9 23.9 54.5
DLM 23.3* 23.5 56.0 17.5 20.2 64.0 26.4 26.1 53.8
RDLM 23.1 23.7 56.0 17.6 20.4 63.8 26.6 26.5 53.7

BLEU+
HWCMf

baseline 22.5 22.9* 56.1* 17.2 19.7* 63.9* 25.8 25.1* 54.1*
DLM 23.0 24.1* 55.6* 17.6 20.8* 63.2* 26.4 26.9* 53.3*
RDLM 23.1 24.4* 55.4* 17.6 20.9* 63.1* 26.8* 27.3* 53.0*

Table 5: Translation quality of English!Russian string-to-tree SMT system with DLM and RDLM, with k-best batch
MIRA optimization on BLEU and BLEU+HWCMf . Average of 3 optimization runs. bold: no other system in same
block is significantly better (p < 0.05); *: significantly better than same model with other MIRA objective (p < 0.05).
Higher scores are better for BLEU and HWCMf ; lower scores are better for TER.

is the consistent winner, and significantly outper-
forms the baseline for all metrics and test sets. Tun-
ing on BLEU+HWCMf results in further improve-
ments in HWCMf and TER. Looking at the com-
bined effect of adding RDLM and changing the tun-
ing objective, we observe gains in BLEU by 0.5–0.9
points, and gains in HWCMf by 2.1–3.4 points.

5.5 Morphological Agreement

We argue that the dependency language models and
HWCMf as a tuning metric improve grammatical-
ity, and we are able to quantify one aspect thereof,
morphological agreement, for English!German.
Williams and Koehn (2011) introduce a unification
grammar with hand-crafted agreement constraints to
identify and suppress selected morphological agree-
ment violations in German, namely in regards to
noun phrase agreement, prepositional phrase agree-
ment, and subject-verb agreement. We can use their
grammar to analyse the effect of different models on
morphological agreement by counting the number of
translations that violate at least one agreement con-
straint. We assume that the number of false posi-

system MIRA objective
BLEU BLEU+HWCMf

baseline 1028 1018
5-gram NNLM 845 825
Shen et al. (2010) 884 844
DLM 680 599
RDLM 550 468
5-gram + RDLM 576 484

Table 6: Number of English!German translation hy-
potheses with at least one agreement error according
to unification grammar (Williams and Koehn, 2011) on
newstest2013 (3000 sentences). Average of three MIRA
runs.

tives (i.e. correct analyses that trigger an agreement
violation) remains roughly constant throughout all
systems, so that a reduction in the number of agree-
ment violations is an indicator of better grammatical
agreement.

Table 6 shows the results. While the 5-gram
NNLM reduces the number of agreement errors
somewhat compared to the baseline (-18%), the
reduction is greater for DLM (-34%) and RDLM
(-46%). Neither the baseline nor the 5-gram NNLM

177



2015/8/29 第7回最先端NLP勉強会

まとめ
• 単語の係り受け情報を利用した言語モデルの学習

• syntactic n-gram言語モデル (RDLM)の提案

• string-to-tree翻訳への適用 (英→独; 英→露)

• 翻訳出力結果の改善

• dependency言語モデル評価はHWCMスコア

• Moses decoderの一部として実装公開　　　　　
(http://www.statmt.org/moses/?n=FactoredTraining.BuildingLanguageModel#ntoc43)
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